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Abstract. Ermakov systems of arbitrary order and dimension are constructed. These inherit an
underlying linear structure based on that recently established for the classical Ermakov system.
As an application, alignment of @ + 1)-dimensional Ermakov and integrable Ernst system is
shown to produce a novel integrable hybrid of2a+ 1)-dimensional sinh—Gordon system and

of a conventional Ermakov system.

1. Introduction

The study of the coupled pair of nonlinear ordinary differential equations now known as
Ermakov systems originated in 1880 [1]. In the intervening years, there has been extensive
literature devoted to their analysis [2—-30]. Ermakov systems arise, most notably, in nonlinear
optics [31-35] but also in nonlinear elasticity [36, 37]. The main theoretical interest in such
systems resides in the fact that they admit, generically, an integral of motion known as
the Lewis—Ray—Reid invariant. In a recent key development, it was shown in [24] that the
classical Ermakov system is, in fact, linearizable, that is, C-integrable in the terminology
of Calogero [38-41]. It turns out that the Lewis—Ray—Reid invariant plays a crucial role in
that linearization.

In a recent development [42)V-component Ermakov systems were introduced which
can be iteratively reduced tQvV — 2) linear equations augmented by a canonical two-
component Ermakov system. Here, we extend the concept of Ermakov systems to higher
dimension and order. The nonlinear systems so introduced admit a reduction to a linear base
system which incorporates the higher-dimensionality and order, together with a canonical
two-component Ermakov system.

An application to soliton theory is made through a particular reduction of a recently
introduced(2 + 1)-dimensional Ernst system [43] which incorporates features of both an
Ermakov and &2 + 1)-dimensional sinh—Gordon system.

2. The classical Ermakov system

The classical Ermakov system as extended by Ray and Reid [6] adopts the form

f(vz/u) g(u/v) )
v

U+ owl)u =

V4 w()y =

u v2y

1 Permanent address: Department of Mathematics, University of Exeter, Exeter EX4 4QE, UK.

0305-4470/96/040903+09$19.5@C) 1996 IOP Publishing Ltd 903



904 W K Schief et al

where £,z and w are arbitrary functions of their indicated arguments and the overdot
designates the derivative’dt. The associated first integral

w2(u’ U) v/u

ufv B
1= [T amas [ fande @

is termed the Lewis—Ray—Reid invariant of the system (1). He(e, v) = uv —vu denotes
the Wronskian ofu and v with respect tor. Relation (2) implies thaw is a function of
u/v only, whence (1) assumes the equivalent form
J(w/u)

3 w

u

U+ ow)u = 2(u, v) U+ o)y =

(u, v). ®)

It will prove convenient to adopt this formulation of the classical Ermakov system in the
remainder of this paper.
On introduction of the change of dependent and independent variables

g(’zgv) w?

u=a)e v=>b(2)¢ 2=/ (4)
where¢ andy are linearly independent solutions of the linear base equation

$+wngp=0 (5)
the Ermakov system (3) reduces to the autonomous form

a’ = f(s?{a) w?(a, b) b = g(zéb) w?(a, b) (6)

with the Wronskiarnw(a, b) = ab’ — ba’ and the derivativé = d/dz.

The fundamental observation made by Athoenal [24] is that the canonical system (6)
is linearizable via a further change of dependent and independent variables. This reduction
has been subsequently obtained by means of Lie group methods [44] and reinterpreted in
[45]. Thus, in [45] it was shown that the reciprocal transformation

a=z/b b=1/b Z=ua/b (7)
decouples the system (6) into tiaear equations of thesameform, namely

az — (INW)za;: +g(2)a =0 bz — (INW):zb: + g(2)b =0 (8)
where

W= [ 167 - see s ©

This result was exploited in [42] to construct a Darboux transformation linking sequences of
Ermakov systems. Here, it is the autonomizing transformation (4) which provides the guide
to the construction of the generalized Ermakov systems to be introduced in the following
section.

3. Generalized Ermakov systems

Here, we construct a natural generalization of Ermakov systems to arbitrary order and
dimension. These nonlinear coupled systems admit reduction to a linear base equation
encapsulating the order and dimension, together with the canonical Ermakov system (6)
which captures the nonlinearity.

It is convenient, at the outset, to introduce a linear differential operator

L(3;) 8 =9/0x’ (10)
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of arbitrary order and dimension. In analogy with (4) we set

u=ai)e v =b(z2)¢ 2=vY/¢ (11)

where (a, b) is a solution of the canonical system (6) apdy are as yet unspecified
functions ofx’. The following result is readily established.

Theorem If (4, v) is connected td¢, ¥) via the relations given by (11) wheie, b) is
a solution of the canonical Ermakov system (6), then the identity

uy ' ¢
Loy (4) = ove (§) 12)
is obtained, where the matrix-valued quantitiesand Q are defined by
_ 1 /vX, —uX; _(a-dz a
with
u v

andw; = uv,, — vu,,.

Proof. The result is established by induction. Without loss of generality, we consider only
operators of the form

L(3;)=0; -0, (15)
It is readily verified that

[Di, D] =0 (16)
and this, in turn, guarantees the compatibility of the Frobenius system

D;P =0. 17)
In fact, it may be shown that

D:Q=0 (18)
and, indeed, the general solution of (17) is given by

P=0C (19)

whereC is an arbitrary constant matrix.
If it is now assumed that

“N_0n ..o (@
Dil...Di”<v>_Qal1 8,n<¢/) (20)

for specifiedn then

ooy () =piozan () = onren (§) @y

on use of (18). But, the initial condition

uy _ ¢
(1)-2() @)
holds identically so that the general result (12) follows by induction. O

1 It should be pointed out that the validity of the notatibnD;) depends upon commutativity of the operators
D;.
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The above theorem shows that, since in the generic cas@ detw(a, b) # 0, the
solution of the nonlinear coupled system

L(Dy) <ﬁ> =0 (23)

for u and v admits the representation (11) whereand b are governed by the canonical
Ermakov system (6) if and only if

L@J(i):O. (24)

Accordingly, in the above reduction, the higher dimensionality and order of the nonlinear
system (23) are embodied in the linear base system (24), while its nonlinearity is
encapsulated in the autonomous Ermakov system (6). The latter is linearizable, as indicated
in section 2.

The classical Ermakov system is readily retrieved as a specialization of the above
formulation. Thus, if we consider the system (23) associated with the opdréigr= 3/
then itsu-components corresponding to= 0, 1, 2, 3, ... yield, in turn,

u=20
u, =0
Mtt_XZO (25)

U — [(WX), + X —u¥)X]Jw =0

where the index orX, Y and w has been dropped. The linear combination of {2&)d
(25)s corresponding to the operathr= 32+ w(r) produces the classical Ermakov equation

uy +o®u = X. (26)
Its companion
vy +o®v=Y (27)

is obtained analogously via thecomponent of (23).

In the above, the sequence (25) indicates that a hierarchy of Ermakov systems may be
obtained by the action ob, on their predecessors. Indeed, we may regarcéand, more
generally,D; as recursion operators. This extension of the notion of Ermakov systems is
examined in more detail in the next section.

4. Classical Ermakov hierarchies. A recurrence operator formalism

Recursion operators are well established in soliton theory as a tool for generating hierarchies
of S-integrable nonlinear equations (see e.g. [46]). Likewigkjntegrable Burgers
hierarchies have a natural recurrence operator formalism [47]. In the preceding, we have
adopted the terminology of Calogero (see e.g. [41]) in wifidhtegrable and”-integrable
systems are those amenable to some form of inverse scattering transform and linearization
respectively.

In the following, we focus on Ermakov hierarchies of coupled ordinary differential
equations with associated operators

L=20". (28)
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Thus, the Ermakov hierarchy

()l 0 e

wherew = uv, — vu, and

2 2
X = f(v/u)% Y = g(u/v)% (30)

is considered. The relation

o ()= eu (5) @

which holds modulo the canonical Ermakov system (6) may be alternatively introduced via
the vector-valued generating functioAsand F given formally by

F:ZA”D;(Z) f:Zx”&,”(l‘i) (32)

where A is a constant parameter. Thus, the relation (31) is encoded in the gauge
transformation

F=QF (33)
while the fact thatD, is a recurrence operator is represented by the relation
D,F = AF (34)
or, explicitly,
1/ —vX uX 10
F’_[w<—vy uY)+)\<O 1>]F' (35)

It is noted that, in view of (18)D,Q = 0, so thatQ is a solution of (34) withh = 0. This
suggests the notatio@ = F(0), whereupon (33) may be written as

F=F(QOF. (36)
Introduction of the further gauge transformation
— a O
(59 @
where
v/u ujv
a= exp/ sf(s)ds B = exp/ sg(s)ds (38)

reduces (35) to the canonical form
= [(0 ¢ 1 0\] -
A= 8) (6 ) e

G="x i=-Ty (40)

with

The linear matrix equation (39) is reminiscent of the spatial part ofatnes scheme
[48] in soliton theory, namely

o[t 2)(s e
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Under a gauge transformation akin to (36), namely
® =d0)E (42)

where ®(0) is a matrix-valued solution of (41) for vanishing spectral paramgtethe
scattering problem (41) becomes

E, = ASE (43)
where
S = & 1(0)030(0) (44)

and o3 = diag(1, —1) is the usual Pauli matrix. The linear equation (43) in the new
eigenfunctionZ is the counterpart ofr, = A.F in the case of the Ermakov hierarchy (29).

5. Application to a (2 4 1)-dimensional integrable Ernst-type equation

In a recent development, a strog + 1)-dimensional integrable extension of the Ernst
equation of general relativity [49]
1p; 1p, &
it 8+ 58 = " =0 45
I R e ) P2z (45)
has been constructed in [43] via th&Rr linear triad representation [50,51]. In [43],
various canonical reductions and specializations along with compatible Darboux-type
transformations have been discussed. Amongst thesé2ig-d)-dimensional sinh—Gordon
system and analogues of(2 + 1)-dimensional Darboux system descriptive of conjugate
coordinate systems [52] and the well known self-induced transparemye@uations. The
(2 4+ 1)-dimensional Ernst-type equation has the form

P . g2y e EE —EE.
[8, - ’+|Re(p)] |:S“+€yy — y:| + & |:H+l,0x]

Re€) Re€) 2Rg€&)?
EE, —&EE, .
o [zae@ : "’y} - o
. EE — EEx EE —EE EE+EE |
s + yy) + [zRe@z} * |:2Re(5)2 | 2raep | 7°
X y

where £ and p are complex functions. It is seen that in théndependent case with
Im(p) = 0 the Ernst equation (45) is retrieved, where- x + iy.
It is readily shown that the ansatz

E=aly) p=io (47)
reduces the Ernst-type equation (46) to the autonomous complex equation

a/2

" — 48
“ = Re@) (48)
augmented by the real coupled system
l[fxxt + W)fyt = Ox 1/’)( + way Oxx + Oyy = %C(Tﬂf + 1/52), (49)
where
aa (50)

Re@? ~ ¢



Ermakov systems of arbitrary order and dimension 909

is a first integral of (48).

The coupled system (49) represents a disguised elliptic version of a recently proposed
(2+ 1)-dimensional integrable extension of the classical sine—Gordon equation [50]. Thus,
the change of variables

V. = Y, coshyr — o, sinhyr Wy = —, coshyr + o, sinhys (51)
produces the sinh—Gordon system

1»”tx wty wy&x - 1/&% _
(sinhw )x + (sinhxp >y * sinfy 0

( 2 )+< vy )_wywtx—wxw,y_o
sinhy /. " \sinhy /| sinffy

where we have set = 1 without loss of generality. This system has been previously
constructed by Schief [43] via an eigenfunction—adjoint eigenfunction constraint applied to
the LKR integrable(2 + 1)-dimensional systems [53]. In fact, the subset of solutions to the
Ernst-type equation (46) obtained above may be constructed via alignment with a suitable
generalized Ermakov system. The first step in this procedure is to note that the linear terms
in (46), consist of

Exnt + gy_vz +i Re(;o)(gxx + gyy) + ipxgx + ipyg_v- (53)

Since the linear part of the generalized Ermakov system (23) is the sameafwi v, we
have to impose the constraint ®¢ = 0 in order to identify (53) with the linear part of a
generalized Ermakov system far, v) = (£, £). This justifies the ansatz (47)The latter,
in turn, implies that thep-independent imaginary part of (46has to vanish identically.
This is achieved via the ansatz (4©r, more generally,

E=E). (54)

Moreover, since€(£) = a(a), a combination of (48) and its complex conjugate produces
the relation

(52)

& &
Re&)  Reé)’
Now, on introduction of the notatiofx?, x*, x?) = (¢, x, y) it is seen that the constraint
(54) allows the definition of functiong and g according to

53

ggg + (55)

E)&) = ——— =g(&/E 56
fE/E) (€. — £)2RaE) g(&/&) (56)
whence we obtain the relations
& fE1O) , -
ReE) = £3 w; = X, =Y (57)

in the notation of (14). On use of (55), (57) and the operafyras defined in (13), equation
(46), together with its complex conjugate then assume the compact form

[DoD? 4 DoD3 — 0,1 D1 — 0,2 D] (g) =0 (58)

which is nothing but the generalized Ermakov system (23) associated with the operator
L=2033+9, 83, — 0,0, — 0,0,. Accordingly, (49) is identified as the linear base equation

associated with the generalized Ermakov system (58). Furthermore, the autonomous
equation (48) together with its complex conjugate constitutes the canonical system (6) for
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(a, b = a) with f andg defined by (56). In fact, (48) may be readily solved. Thus, bearing
in mind its invariance under the dbius transformation
cia +icy

AN (59)
Icaa + ¢4

we may first assume thatis real and then boost the corresponding particular solution of
(48) by the invariance (59) to obtain the general solution.

To summarize, it has been established that a suitably constréned.)-dimensional
integrable Ernst-type equation (46) incorporates &héntegrable generalized Ermakov
system (58). The corresponding linear base equation turns out to be part of the reduced
S-integrable system (49). This suggests a more general study of nonlinear systems which
contain bothS-integrable andC-integrable features.
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